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Overview: Community, charter

Progress towards a fully open, practical D2D stack
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Everything presented is the result of
active and significant community collaboration




DSA: Accelerators and Chiplets

Domain-specific architectures (DSAs) Chiplet: Die designed to be used with
to accelerate targeted compute- other die in a package, usually with
intensive workloads. proprietary interfaces.
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Modern Computation

Graphics Computation

g, Somputation DSAs built using
chiplets with open

Standard Computation

Al/ML/data workload explosion needs DSAs Standard D2D IBM Power 9: potential modularity

Dharmesh Jani, Meta: . Jeff Stuechli, Josh Friedrich, IB:
ODSA Workshop, Regional Summit, Amsterdam, Sep. 2019 |nte I'faCeS ODSA Workshop, IBM, San Jose, Sep. 2019



Chiplet Based Domain-Specific Architectures

2018 Turing lecture by John Hennessy and David Patterson talked about coming age of DSAs

Logic Disaggregation

Improve yield and simplify/relax
design requirements

10 Disaggregation

Right functionality in right
silicon node

PROVEN EXISTING BUSINESS MODELS

[L. Su, IEDM’17]



D2D Interface: Use Case

| Al [ W ' Package Level 4
Integration a Disaggregation

rd Standardized chiplet interfaces Standardized SOC interfaces

interfaces enable the PC enable a package-level integration (AMBA/AXI) enable foundry
ecosystem ecosystem ecosystem

From Board to Package To Package from SOC

Benefits Smaller form factor Benefits IP portability/suitability
Higher bandwidth, lower latency Potential lower NRE cost & TTM
Power efficiency Address reticle size limits, yield

Challenges  Business models Challenges Form factor, bandwidth, latency,
Known good die, cost Silicon area/power overhead
Thermal limits Manufacturing cost oo oom i Sop s "

R. Cheema, Sociolect — ODSA weekly meeting, July 2020




Open Domain-Specific Architecture (ODSA)

CHIPLET APPROACH |OPEN |

Open Domain-Specific Architectures

TARGETED |WIDE |

CPU Cores Combo

|CLOSED |




OCP Evolution
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ODSA is the next step...
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ODSA Charter

ODSA Activities

OCP modular
form factors

(off-the-shelf)
(off-the-shelf)
(off-the-shelf)

Cross chiplet switching

PHY-Speciﬁc PHY-specific
Link Layer Link Layer

(i Straddle
Chiplet Connector
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16x Arm Cortex-A72
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OCP NIC3.0

© BROADCOM'

= Chiplet
* Marketplace

Package/

" Integrate best-in-class

Complex Packaging MCM RF Product

n n
B Complex ASIC Development Partner
e MCM Design

SI/PI

vendors through open
ASIC Provider i n te rfa Ce S

Dual M.2

ASIC High-

Level Design
Partner




ODSA Charter

Open D2D

Interface
Reduce barrier
to interoperation

Reference =
Designs

Starting point for
new designs

[=]
=

7 FPGA

Specifications
BOW
OpenHBI
DiPort etc..

Reference Designs
MARA Board
BOW Interop Vehicle

Reference

Reference

Workflows
Reusable, open
practices

Workflows
Power Models

Cost Models
White Papers

Chiplet
Marketplace

Integrate best-in-class
chiplets from multiple
vendors through open

interfaces

OCP modular
form factors
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ODSA Accelerator PoC Kit
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ODSA PoC

PChaplet B

Storage Acceleration Workshop in August 2021



O D S A St a C k ° A stack for a marketplace to support the most popular data transaction
® protocols used by system designers on a wide range of packaging options

Use
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Switching
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Link Layer
Protocol

PHY
Interface

PHY
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PHY
Technology

Packaging
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Shrink board to package Disaggregate a die
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Re-use
existing IP
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integrated
TXN/Link Open Link

Layers Layer

Cross chiplet switching

Open Link
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Chiplet
LPIF Interface Buses

LPIF Interface
e —

PHY-specific PHY-specific PHY-specific PHY-specific
PIPE Adapter LPIF adapter LPIF adapter LPIF adapter

SerDes
Organic substrate Interposers/bridges

Std. interface, ODSA-supported
7
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Block/layer Standard New ODSA PHY, ODSA adapter for
separator New ODSA-defined Protocol or IP protocol interface/protocol
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== ODSA Community

Specifications, 15+ refereed

sV e

Compute Project®

ODSA Bapi Vinnakota First vertical protocol+PHY D2D stack .
technical papers
Bunch of .
Wires Elad Alon First cross-technology scalable clock-forwarded PHY BoW Draft Spec
Business Ravi Agarwal Largest ever OCP workshop Chiplet cost model Chiplet cost model
CDX David Ratchkov First cross-industry open workflow models Design flow white paper

Industry-standard objective metrics to compare D2D

Cross-PHY Shahab Ardalan Cross-PHY spreadsheet

PHYs
End User Dharmesh Jani Structured flow of requirements HipChips Conference
Link Layer Open Lightweight cross-protocol cross-PHY DiPort controller
OpenHBI Kenneth Ma Leverage most popular chiplet technology OpenHBI specification
Prototyping JP Balachandran  Fully collaborative open, community-funded effort =N ISt iy

ODSA Board Prototype



https://github.com/opencomputeproject/ODSA-BoW
https://docs.google.com/spreadsheets/d/1wqXLYxoIuJa6l8k3PJGXF_PjE0Uzhqkw_5mRrJe5Mvc/edit?usp=sharing
https://www.opencompute.org/documents/odsa-diport-controller-v0-7-01-jan-21-1-pdf
https://www.opencompute.org/documents/odsa-openhbi-v1-0-spec-rc-final-1-pdf
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Compute Project®

2022 Plans

*Support industry efforts to advance an open chiplet ecosystem
* Collaborate with UCle -

* e.g.,alignthe second generation of our work - OpenHBI, BoW, DiPort, Link Layer...

 Some ODSA work is entirely complementary - CDX, Chiplet business model, KGD

model
* Continue to collaborate with the IEEE, Chips Alliance,...

*Continue the great work we have been doing!
* ODSA solutions are the first open industry effort for die disaggregation
* Ecosystem is geared for all use cases; compute, accelerators,

*Multiple chips/test-chips are in flight, and an ecosystem is already
forming - today’s session

16



Join ODSA to drive innovation!

* Join awork stream, each meets weekly -

* Help with the PoC, software, use case dev

* Review, help complete documents in flight

* Need packaging and test definition and work streams
* Make chiplets with, IP for, the open ODSA stack

| SERVER
* https://www.opencompute.org/wiki/Server/ODSA

e Join us at the OCP Fall Summit in Oct 2022



https://www.opencompute.org/wiki/Server/ODSA

THE END!




