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AI’s rapid evolution is producing an explosion of 

new types of hardware accelerators for 

Machine Learning (ML), Deep Learning (DL), and High-
Performance Computing (HPC)

GPU FPGA ASIC NPU TPU NNP IPU xPU…



Diverse Module and System Form Factors



Different Implementations

Targeting Similar Requirements!
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Accelerators in PCIe CEM Form Factor



Accelerators in Mezzanine Form Factor on Baseboard



Various Interconnect Topologies
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Common Requirements

• Power & Cooling

• Flexibility

• Reliability & Serviceability

• Configuration, Programming, and Management

• Inter-module Communication to Scale Up

• Input / Output Bandwidth to Scale Out



“If you want to go Fast, go Alone;
If you want to go Far, go Together”

We have done Fast for Short-term result;

It is time to go Far at OCP for 
Long-term gain!



We need an

Open 

Accelerator Infrastructure



Increase Interoperability

Accelerate Innovation

Via 
Modular Building Block Architecture 



We started with an OCP Accelerator Module

Go beyond what’s possible with PCIe CEM form factor

• High-density connectors → increase # of input/output Links

• Low signal insertion loss → high-speed interconnect

• Enough space for Accelerators and local logic & power

• Flexible heatsink design for air- and liquid-cooling

• Flexible inter-Module interconnect topologies



Then, we will add Infrastructure Support
• OAM is an Open Accelerator Module for multiple suppliers

• A multi-OAM, Universal Baseboard (UBB) for various 
Interconnect Topologies

• Tray for sliding a collection of OAMs (different UBBs)

• System Chassis, Power, and Cooling (different Trays)

• System- and Rack-level Management (DC-SCM) for all Chassis, 
Trays, UBBs, and OAMs as well as the Hosting Head Node
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Modular in everyway!



• Power and Cooling
• Mechanical
• Electrical
• Security & Management

SERVER

Hierarchical Base Specification
Well-defined boundaries
Fostering Innovation

• OAM
• UBB (Interconnect Topology)

• Tray
• DC-SCM



• Power and Cooling
• Mechanical
• Electrical
• Security & Management

SERVER

• OAM
• UBB (Interconnect Topology)

• Tray
• DC-SCM

Designs and Products may be compliant to any or all specifications

Hierarchical Base Specification
Well-defined boundaries
Fostering Innovation



The Universal Baseboard (UBB)



Different Neural Networks and 
Frameworks for

Model or Data Parallelism 

Benefit from different

Interconnect Topologies



Consider a Grid of Planar OAM sites

Standard Volumetric

Protocol Agnostic Interconnects

Wires are Wires! 
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Consider expansion beyond one UBB
Host 

Interface

Expansion

2D Mesh-connected

ExpansionExpansion



Topologies with 6 Links per OAM

Six inter-module Links may create a 
3D Mesh or Torus

One Host Link



Fully-connected OAMs

With seven inter-OAM Links and 
one Host Link
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Heterogenous OAMs

These Modules need not be of the same type

Each one may be suited for a specific 
application/task

xPUs, FPGA, CPU, GPU, ASICs, SoCs, Memory, …

Chained, pipelined processing stages



Current Work:  OAM Spec

Specifications
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OCP Accelerator Module Spec
• 102mm x 165mm Module Size 

• With two high-speed Mirror Mezz connectors (MPN: 2093111115) 

• 12V and 48V input DC Power

• Up to 350w (12V) and up to 700w (48V) TDP

• Up to 440W (air-cooled) and 700W (liquid-cooled)

• Support single or multiple ASIC(s) per Module

• Up to eight x16 Links (Host + inter-module Links)

• Support one or two x16 High speed link(s) to Host

• Up to seven x16 high speed interconnect links

• Up to 8* Modules per Baseboard

• System management and debug interfaces



ME Recommendations – HS Reference Design

• Heatsink reference design shown for 
3U air cooled system 

• Top handle to accommodate handling 
for tight pitch and large weight (max 
2kg)

• Long M3.5 mounting screw design 
for easy serviceability

Top handle

Mounting screws

Notch



OAM Talk at HPC Track

Attend our OAM Talk at the HPC Track for 
Mechanical, Electrical, and Thermal details on OAM

https://2019ocpglobalsummit.sched.com/event/M85K/ocp-open-accelerator-module-oam

HPC

https://2019ocpglobalsummit.sched.com/event/M85K/ocp-open-accelerator-module-oam


Summary

Join the Project and further develop interoperable Modules for

an Open Accelerator Infrastructure (OAI):

• OAM as an open accelerator module supporting multiple suppliers

• Universal Baseboard (UBB) supporting different interconnect topologies

• Tray supporting different UBBs

• System Chassis, Power, and Cooling supporting different Trays

• System- and Rack-level Management (DC-SCM) supporting all Trays,
UBBs, and OAMs as well as the Hosting Head Nodes

• Rev 0.85 of the OAM spec is available

• We are forming a sub-group within Server Project to
receive feedback and contributions

• Contributors will sign a License and Legal Agreement



Call to Action

We invite you to join the OAM subgroup for further collaboration:

Register for the Mailing List:
https://ocp-all.groups.io/g/OCP-OAI

Wiki under OCP Server Project:
https://www.opencompute.org/wiki/Server/OAI

https://nam06.safelinks.protection.outlook.com/?url=https%3A%2F%2Focp-all.groups.io%2Fg%2FOCP-OAI&data=02%7C01%7Csitaval%40microsoft.com%7C83c5b27996e54945a53d08d6ac94f674%7C72f988bf86f141af91ab2d7cd011db47%7C1%7C0%7C636886153142702877&sdata=KnyLHG3rfddrvSD8bxGfLpjOM18FAL%2BsarTNZ34HvLg%3D&reserved=0
https://www.opencompute.org/wiki/Server/OAI


Q&A
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