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Goal: explore the system performance, power and cost requirements 
that drive a product to a chiplet-based design.

Moderator: Ramune Nagisetty, Intel

ÅSagheerAhmad , Xilinx 
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ÅGabriel Loh, AMD 

ÅCarlos Macian, eSilicon
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Sagheer Ahmad, Sr Director, Architecture

Responsible for Silicon Architecture incl. NoC, DDR/HBM Memory Subsystem, and 

Chip-to-Chip Interconnect.

Previously worked on SoC, GPU, and CPU architectures & designs at Nvidia, AMD, 

and Sun Microsystems etc.

At Xilinx, we have done 2.5D multi-chip integration over interposer 

Four 28nm FPGA Dice integration based on SSIT (2011)

Up to three 28nm FPGA and two SerDes Dice (2012)

Up to three 16nm FPGA and two HBM2 Dice (2017)

Looking at both Parallel (HBI) & Serial (XSR) Chip to Chip interconnects 



üCurrently driving development of third generation multi-die 
switching ASICs

üPreviously managed development of Algorithmic Memories, 
Switching ASICs and SoC development at Memoir, Cisco and PMC-
Sierra 

üMain drivers for chiplet based solutions at Cisco

üDie area ïFeeds/speeds/feature requirements wonôt fit on a single reticle

üIO flexibility ï56G/112G serdes, IPO 

üCost 

üProduct Mix

Sanjeev Joshi, ASIC Director, Cisco Datacenter Group
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Open-market chiplets or joint venture chiplets?

ÅAdvanced ASIC and IP provider in datacenter networking, HPC, AI and 5G

ÅAdvanced SiP solutions in the 2.5D, 3D and silicon photonics space

ÅMost paths lead to Rome... For different reasons and in different ways

ÅNeed to go from feasible to mature

Carlos Macian, eSilicon and Chiplets
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