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Data Center Cooling Based on Predicting Power
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Increasing DC Electricity Use and Optimizations

Improved Management + Hyperscale:

200 -

» Monitoring power, thermal and compute . e MOty
usage (determine under-utilized servers) ™ A

« Connect IT and Facilities (for improved : .
efficiency and performance)- Dynamic % N st
changes based on demand § . yd i

> p

Best Practices + Hyperscale: ? i | a Frazsosssss MR

+ Expanded environmental range - high - /_———- TR eemepetacion
temperature operations .

»  Free air cooling N | . | T

« Use of liquid cooling when applicable 2000 2005 2010 2015 2020

« Custom server/rack design - squeeze as
much compute in same footprint @

« Efficient power delivery
Case Studies

Open. Together.



Industry Trends : Automation using Machine Learning EHH

Al reduces Google Data Center cooling bill by 40% and
overall PUE reduction of 15%

- Historical data collected by thousands sensors ' | / L J\
. Data included: thermal, power, pump speeds, Wi |’ ‘|
setpoints W » A | ,‘
- Neural network framework k| f’\;r\*' M \..' A WWY
\VJ\U\"\!’

Case Studies
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Overall TCO at HyperScale

* Power/Cooling 30% of TCO
® Goal for optimization:

M Servers

B Network
Power &

" Cooling
Infrastructure

B Power

.Dther

Infrastructure

®* Lower Power/Cooling
®* More Compute

Source: AWS Distinguished Engineer - James Hamilton Blog

@

Assumption: 10MW facility ; PUE 1.25; $0.10c/KWhr power cost; 3 year server amortization; 15year datacenter amortization Case Studies
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Telemetry and Analytics - Approach to automated Data center

WATCH LEARN

Telemetry

Expose infrastructure
attributes through standard
APl approach (e.g. Redfish)

Learning
Vast data sources drive
continuous improvements

Analyze

Rules based event
provisioning and optimization
heuristics

Control mechanisms and API for
dynamic policy activation(e.g.
leverage Redfish) O

o Control

DECIDE Case Studies

Infrastructure Telemetry based analytics is the foundation required to develop trust and raise the data center 1Q
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Case - Machine powered control loop to reduce
overcooling

Fower Trending Awareness Ennllng Control

th Act

2 {wer Tre nding F'reh ! V' ocoling System

......

st

Server Node #1  Plafform & -:F'u Powgr’ Platform Fower
- at Tlm T at Time T+1

server Node #2 F'I.aﬂl:-rrr- 5 gF'I_.I Fawer

at TlgeT
IT EqUipment — -

Platform Power reg.algd F‘I:-I.'rer

e aETi;nE]'H "D£ t'rmgmé

Intelligence

Facilities

AREEOE [OULHE]

—]
anny mumﬂm%m!rmpm
oebal
°Jdelialu|

ol O%HD

Server Mode #n |=-|;,1§||.,,m:‘z:_g .;pLj Powar Platharm Power
: at Time T+1
BMC

................................................................................ (\ l A : .
_ _ Case Studies

Saved 24% cooling energy cost for a large CSP by controlling facility fans and temperature setpoints to
match IT equipment needs
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Redfish API Example !l to support DC mteroperablllty

DC Management
Cooling Facilities -

-~ Cooling Facities edfich

Cooling System Client
Codling & &
[ Lt ] @ s g —" T Equipment
\ oliode ~ ITEquipmen
[ Chiller | - ®
Air )
Modbus et _Protocol e Servers.
{ HES::':ng ] me;":<L Transformer [ﬁ Storage,
| Switches
1 SNMP, etc. orn e
k CRES | Protocol \/ ﬁ

B i e T T T T T PR PR PP T T oy

U Power e o
Generator Switchgear TransferSwitch P Distribution RackPDU Transformer Meter Power Facilities
S Unit

Power System

Opportunity for a common resource model and APl among IT equipment, DC facilities and DC
management to reduce integration cost

[1] Refer to DSP_IS_0005.pdf (https://www.dmtf.org/sites/default/files/standards/documents/DSP-IS0005_0.8a.zip )
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Data Center Thermal Management

3 3
Ly b -
Typical Data Center Cooling Management

Case Studies
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Power Prediction in Cooling Management

o Cdemand
e T = T, — Ty (prediction cycle)
i i Capacity 1 ( : } .
CRAC [l Datacenter s Telemetry g , i E
— | , s ; From the power usage
e P s ot prediction, the change in
f ] = cooling demand can be

Z;XHTl = f X APy eStImated

i T T, P Time
CRAC | Datacenter i—h Telemetry ’ : | :

'Y : : A i ; :: | |
O Hy Capacty ? The result is an earlier
= e ) | - 5 response in supplied

—— — cooling to meet coolin
L G demar?d )
Proactive Model | )\At '
- : O s s s — P
Adding power predictor — =
Into cooling control loop n i in -
Toroe (Tt +At)  Tree (T2 +AL) Time
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Fvaluation Model and Result

Over heat

. ///" ) T_SE’En:ngint

« Overshoot and Undershoot
« Overshoot - over heatrisk

« Undershoot - no over heat risk but with
overprovision, implicated cooling waste

the Return Air Temperature Profile (2C)

« Cooling Risk Indicator (R,)
» Definition: Integral calculus of overshoot -

445

dred =

425
42
415

« Equation: R, = 4,;;

40
o

a -
T . T ] ) d X ;EE. PO R R A omoomstoomon I SN RN SIS
fb ( return_x setting pomt) ( ) R S e

 cooling capacity

35
T e e o e L L b e S

Reduce overshoot area of
return air temperature

36
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—c— on-Prediction Treturn (?C) =35 Minz-Prediction Tretum (°C) 10 Mins-Prediction Treturn (°C) == 15 Mins-Prediction Treturn (°C)
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Call to Action

* |T platform telemetry intelligences are important to drive data
center facilities optimization for overall PUE efficiency. Need more
value add solutions and design cases for using IT platform
telemetry in data center facility management.

* Bigchallenges for DC wide interoperability, especially IT platform
telemetry integration with data center facilities. Need industry
collaboration to define telemetry requirement spec. and AP|
model in OCP community to support such case.

* Be partofthe hyper-evolution of the data center, get involved with
@

OCP-DCF project: https://www.opencompute.org/projects/data-center-facility

Case Studies

Open. Together.


https://www.opencompute.org/projects/data-center-facility
https://www.opencompute.org/projects/data-center-facility




