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Management

Performance Oriented Firmware Implementation
of Error Handling on OCP Platforms for Large Scale
Data center
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* Generic performance problem on

OCP platforms

*  Problem diagnose and generic

Age n d e | firmware solution

* Results and verification strategy

° Summary
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Performance Issues Affects Various OCP Platforms
Platforms Affected in Facebook Fleet

Open. Together.



Performance Issue Degrades Availability & Latency
Symptoms Observed in FB production

Low latency systems like caches experience

timeout spikes

Failures in time critical processes like DB
master promotion

Packet loss, especially impacting new
connection attempts

Higher latencies & error rates in general

Application

Performance
Hit

Hardware

\/
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Diaghosing & Detecting System Stalls

System Unresponsiveness (a.k.a System Stall)

* Machine functions correctly but stalls for hundreds or even

thousands of milliseconds at a time

* “stall” means the machine does O work for this time period
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ksoftirqd/0:3
rcu_sched:8
scribe_cat:(99)
xargs:(18)
kworker/3:0:244396
ksoftirqd/3:29
cat:(21992)

carbon-global-s:(3)
LadDxChannel : 2861439
FutureTimekeepr:(146)
[ xarexec] /usr/:(21)
kworker/1:0:1303233
ksoftirqd/1:17
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Diagnosing & Detecting System Stalls

Detection

Script for Detecting Stalls

* Detection process simply sleeps

and measures how long it actually while True:
start = time()
s\ept. sleep(100ms)
elapsed = time() - start
* Stalls manifest as a significant delay if elapsed > 150ms:

, , print(“Stall Detected”)
in waking up.

* Doing this on all cores increases
signal
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System Stalls Correlate with Hardware Errors

{1861667} [Hardware : Hardware error from APEI Generic Hardware Error Source: 0
{1861667} [Hardware : It has been corrected by h/w and requires no further action
{1861667} [Hardware : event severity: corrected

{1861667} [Hardware : Error 0, type: corrected

{1861667} [Hardware : section_type: PCIe error

11861667} [Hardware : port_type: 4, root port

{1861667}[Hardware :  version: 1.16

{1861667}[Hardware : command: 0x0010, status: 0x0547

{1861667}[Hardware : device_id: 0000:00:01.0

{1861667}[Hardware : slot: 0

{1861667}[Hardware : secondary_bus: 0x01

{1861667}[Hardware : vendor_id: 0x8086, device_id: Ox6f02

{1861667}[Hardware : class_code: 040600

{1861667} [Hardware : bridge: secondary_status: 0x2000, control: 0x0013
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Breakdown of HW Error’s Performance Impacting Aspects

Open. Together.



Hardware Error Handling Overview

Stack view Hardware Error Handling Stack View
Software
O COmpOn ents Monitor | |Manage | | Mitigate
® Detect, Report and Remediate !
oS
® Contributors/Owners B
® OS & Software : Harvest failure information and SMM & SEL
apply remediation method if any e @ rorhandlr
® Firmware : Implement HW error handlers el |
® Hardware: Provide HW capabilities and error Main Memory Hardware Errors

information for error handling

Hardware Registers -
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SMM and SEL

® System Management Mode (SMM)
® Contains SMM HW error handlers
® Context switch all cores when entered

® Suppose to be fast

® System Event Log (SEL)
® Industry standards, allow content customization

® Created and sent out by BIOS using IPMI commands within SMM

® IPMI commands can be expensive
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Performance Issue Root Cause
System Stall due to SMM & SEL

SySt?QrE:[;time Stall Stall Stall
—» t e
System Event Log T | g z
BMC(SEL)) o I R G - bl
. . eneric problem

t f -t due to FW,
System Mezg?ggr)nent Mode F.W. Handling ac ross O C P

! platforms!
e o *ﬂ

T = N * t
Long Latency Multiple SELs used for Long latency for single
(a.k.a System stall) logging single PCle Error PCle error logging

¥
e T Ty
B N

ieroce | I Open. Together.



Performance Focused Hardware Error Handling
FW Solution Strategy

® Failure event based reporting vs. Error occurrence

based reporting - - -

® Consolidated, Standardized, Scalable error record <9

®* Qverhead minimized error information

communication
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Performance Focused Hardware Error Handling
FW Solution Example -- BIOS

® Failure Event X
® High Frequency Error Burst A Tile
®

Low Frequency Error Tracking -

® Unified failure record format

Hardware Error SEL Records Implementation A

4 )
—~ .
Unified SEL Record for Hardware Error '

\_ J

Hardware Error SEL Records Implementation B

{ -
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Performance Focused Hardware Error Handling
FW Solution Example - Bridge IC

* Qverhead minimized error information communication -

® Ex. “Return first” Model in BIC FW A

—
Host BIOS BIC (If Applicable) BMC e
or 1 n >
CPU | || Hander @ i > Receive the Data J Receive the Data
@
@
. ' v
Messagin |interrupts Error info
g Device | —— ;
(uBox) collﬁctlo Package the Data Log to SEL
| -,
Root J l i
PCle Device — ! port Reprot t " 4 .
SEL < ya Forward the Data - Return the response

High-level Flow of HW Error SEL Logging with BIC
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Performance Focused Hardware Error Handling
FW Solution Example - BMC

®* Qverhead minimized error information communication
® Ex. Enhanced BMC SEL handling flow -- ”Ack Quick™* A -

|

Get IPMB data from IPMB daemon ACk BlOS hel’e
v instead of later
Decode IPMB data to IPMI data Bun in Badkeround — .
FPost decoded data to IPMI queue Get new data in rsyslog daemon
v from syslog file
Get IPMI data from IPMI daemon ‘
write sel in syslog ] _
; write sel in logfile
Run corresponding function ¢ . B

return response data

!

Return result & data to IPMI daemon

v

Return data to IPMI daemon

v

Return data to IPMB dasmon

* Submitted to o BMC committee and pending upcoming spec adoption
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Performance Focused Hardware Error Handling
FW Solution Example Results from 3 OCP platforms

PCle Non-Fatal UCE (ex. CTO) PCle CE (ex. Receive Error) Memory CE

l. I. L |. I. L I. [
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Hardware Error SEL logging latency down to as low as 2.34ms
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FW Implementation Verification Strategy

® Error Injection @
® HW capability support

® Error type coverage

* Performance focused

® Use case driven metrics

® Quantifiable criteria

® Verification model

Randomized Occurrences
: : of HW Error
® Performance measured with hardware failures/errors

® Error occurrences’ randomness
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Summary

® Hardware error handling caused system performance impact is a common
problem across OCP platforms

® Improvements (ex. logging strategy, processing efficiency) can be made at the

common firmware layer and applicable to various OCP platforms

* Development and validation of firmware solutions for hardware error handling
needs to be system performance aware
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Call to Action

e Contributionto OCP (Planned Q3 2019)
e |PMISEL HW Error record format and content
 BIC FW “Return First” Model
 BMC FW “Ack Quick” SEL processing flow

* Checkthe fleet
* OCP system stall in the fleet
* Correlate system stall with hardware error occurrences

* Adopt the presented fixing strategy to see
Improvements
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