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Get rid of the 50%

Data centre facility costs - Analysing
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50% of the data centre facility costs are for < 1% of the operation
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Opportunities?

What part of your data centre IT environment is really critical?

Uncontrolled shutdown of IT equipment causes 20% to fail automatic restarting

The maximum power of a rack and a row a racks can be controlled already in
OCP. Why not use this possibility?

If you ramp down the your data storage access. Your data is not lost!

Geo-redundancy can take care of local capacity limitations
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Questions & Audience Polling

4 Principles Panel Discussion - Audience questions

4 Principles Panel Discussion - Panel questions
Version 15 Feb 2019

Version 15 Feb 2019

01 OOF Temperature [BR] Environmentsl conditions

Cine of the key ibems is the tempembure (snd fuzz) around inket tempe rabure: limits and st [T handsware can handie. &lso s grey ares is QA7 ff the hardware can handle J!t,- would a max. server inlet

the= Eemperabure messured in the dats centre faclity, the termpersiure measured by the sensors in the [T hardwernes and the sebpoinks apm . .
wihere: sutomakic proteckion of hardwene pops up by shuthing down or capping prooessor capsdty. Key item of OCF hardwene is it can I’E*mpE'F'ﬂturE' Cﬂndﬂ tion 3‘5 dEg'rEES CE!'S’”S xfr 95 dEgrEES Fﬂ'h FE”hE'It
rndie Fijghi inlel tempershres. ﬂ'CﬂEptﬂban fﬂr Fﬂ“?

Question: What is your visw on 8 new definition of tempeniure exoursions sliowed in the dets cesbre facility using SCP handware?

02 Generator farm Yes, why not No, don’t go there

one of the l=y Expendibunes in the dabs cembre is e pererator fanm. Athough the svailsbility of the electricsl grid can be extreme high,

=till thie dakn cenkre facility should supply 1005+ 1 0r 2 smeEnEncy poseT Fenerstors. Bsing aware not sl of the dsts cenire processes are \ . \ ) .
thiat crifical Bnd within OCP pewer mansgement i deveiopes, QAZ2. Can you imagine operating in 5 years, a data center facility

Question: What is your visw on the ides to limit the smount of generetors in the dats cenbre, so the dets centne has to heve |ess power Wl'.thﬂh'f E'mE'rQE'”E}'r gE'nE'rﬂTﬂr bﬂ'ﬂkﬂﬁ ?
aymiabie in M= of longer ouinge (2.£. = 3 mimubes | T

(P4 CCF e menine ey Yes, we can something workable  No, don’t go there

Currest CCP Tadlity guidelines srne forussed on deploying OCF hardwans in &5 many =istng teciities. Being sware not sl benefits wsing wﬂhﬂm
OCP gear are 100% wsed. See hEbps:wiwns youthube com)'satchTy=mv g3 TD3FEEfesture=youtu be Tor the video of Robert Bunger. 007

gear deployments are prowing. Also reuse of DCP rscks is curnemty & hat kopic.

Cueskion: Would there be s market in the near future for OCP colocation Eaciities with in reck URE? EAS. WGUi-d ]'_'hE'f'E' bE ¥ mﬂrkE't inh years fﬂr OCP C‘ﬂ:ﬂ-ﬂﬂﬂlﬂﬂ fﬂ'ﬂflrfthS
104 OCF rationslf principles beyond the rack with in-rack UPS ﬂﬂi}-"?

Tre= OCF rational is, thet one server in 8 meck oam Bsil and in some cases the whols reck with servers, saving 2 lot of redundant eguipment in

the= s=raer and ini Bhe rack. For the dete centre fadiity & kot of costs sre relsted to provide ZW {lee live] power feeds o esch snd every reci. YE'S fEt"S dﬂ ﬂ' N-D no nTﬂrkE't fﬂr i‘h.i'.i-‘
r r

Guestion: What is your view of rededining the poser redundancy to the mck, row of radks or jpods?

5 Chinese wall (B8 Divide between IT hardware: [data] and facility QA4. Are the power distribution paths to a row of racks of N acceptable

(54K} In the dets centre from the past there is 8 chinese wall bebween [T handware snd Dsts Centre faclity. The dets centre faciity could in Iarge coale depﬂ'ﬂymenrs?
operate mores effident |PUE] if information dats is disdosed from the [T hardwere. E.g. sl sensor dats |{temperaturs, fiow, pressure, fan

speed) in the mck. Google has §ineady trained reunsl nefsaornks for dats cenkre faclity operstions. Machine Leaming Applicetions for Dats

Center Cptirization - lim Gao, Google ttps:/ fresesnch. googl e. com, puins fsnch ive /4 2542 pdr
Yes, no problem No, don’t go there

0OF GAF between 0P and guidelines

| BR] Traditional stendards snd guidelines published by industry orgenizetions snd referenoed by debs cemter designers. and developers do EAE |5 thEI’E 3 HEEd fﬂr 3 I:l | an |{ ShEE't QdeE'ﬁnES fﬂf‘ DCP 2

not recessarily support SCF princples of EMidency, Solsbility, impact, snd Opermess. Dyt ospters designed, consbructed, snd opersbsd
outside of these traditions| methods have hsd sigrificant impect on the industry.

Guestion: How shoulid we: deal with the SAF befwesn OCF and the guidelines on the make=t |Uptime, TI& 542, BICSI)T YE'S_,- Eltﬂﬂk ShEE't DE‘P gu.idEﬁ:nEE .'.5' N-I'J_; we can Wﬂrk W;th thE current
7 OCF gear in calocation data centre facility required guidelines Uptime Institute, TIA-
942, BICS!
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1: OCP Environmental Conditions

Would it be acceptable for the design of your
data center to have a maximum server inlet
temperature condition of 35 degC (95 degF)?

YES, NO PROBLEM
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2: Emergency Generator Capacity

Can you imagine operating a future data center -
with an emergency power generator capacity <
80% of the normal operating load capacity?

YES, NO PROBLEM
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Would there be a market in the near future -
for OCP colocation facilities with in-rack UPS?

YES, LET'S DO IT

3: OCP Data Center Facility
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4: OCP Principles Beyond the Rack

Is the power distribution to a row of racks
of N acceptable in large scale deployments?

YES, NO PROBLEM
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5: OCP and Industry Guidelines Gap

Do you reference industry standards or -
guidelines (S&G) in your design such as Uptime

Institute, TIA-942, BICSI, etc?

YES, REFERENCE EXISTING S&G IN DESIGNS
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6: Divide Between IT and Facility

Is communication allowed between facility and -
IT to improve overall energy performance of

facility and IT?

YES, FACILITY IS INTERGRATED PART

NO, FACILITY SHOULD BE SEPARATE
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OCP integrated data center?

Open Data Centre
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Question and Answer

Raise your hand if you have a question or comment -
Microphone will be brought to you

Speak clearly into microphone to ensure your input

is captured in the recording of the session
o
R

Testimonials
Seminars
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Interested to contribute OCP Data Center
Facility Project?

Please join

Data Centre Project Mailing List
» https://ocp-all.groups.io/g/OCP-DCF
Data Centre Facility Project Wiki

- https://www.opencompute.org/wiki/Data Centre Facility

Colo Facility Guidelines for OCP Racks

- https://www.opencompute.org/wiki/Open Rack/SpecsAndDesigns
Colo Facility Guidelines Checklist

- https://www.opencompute.org/wiki/Data Centre Facility/colosp
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4 principles open for new ideas
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