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WHATSAPP

65

BILLION

Messages sent
per day

>2

BILLION

Minutes of voice and video
calls per day

MESSENGER

81

BILLION

Messages sent between
businesses and
customers each month

VIDEO

3.5

BILLION

FB Live Broadcasts

>10

MILLION

FB Live Broadcasts on
New Year's Eve
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4G Connections
3G Connections
2G Connections
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The Challenges



The demands of Facebook




hcreasing Workloads

Zion Yosemite + Glacier Point + Accelerator
Modules



Regions Hitting Limits...

=» Fabric Aggregator (FA):
inter-building fabric of fabrics

=» Up to 3 large buildings (fabrics)

=» 100Ts level of regional uplink
capacity per fabric (max)

=» Power is limited




Growing Pressures on the Fabric...

Mega Regions
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® Expanding Mega Regjions
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Compute-Storage and Al disaggregation
requires Terabit capacity per Rack
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Disagg Services



Prediction

Dilemma of scaling up and wide

Throughput

2016
2018
Estimates
2019
2021

2023

2025

SERDES

50G

50G

100G

100G/200G

Ideal optical
speed

Implemented
@scale

Challenge of optical
manufacturing

Challenge of SERDES scale
Challenge of Chip edge |/0

Challenge of Power






F16 — Facebook's New DC Topology

16-plane architecture

6-16x spine capacity on day 1

1.6T raw capacity per rack

Fewer chips = better power & space




400G Speeds with 100G Optics

100G
CWDM4-0CP




400G Speeds with 100G Optics

=» from 4 x 128p multi-chip 400G fabric switches
FSW1 FSW2 FSW3 FSW4

4 x 400G = 1.6T
uplink per rack

48 FSW ASICs + Control Planes per Pod

=» to 16 x 128p single-chip 100G fabric switches
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16 FSW ASICs + Control Planes per Pod




HGRID — Scaled-up Fabric Aggregator




HGRID
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The Hardware: Minipack
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Minipack - next-generation 128 x 100G Switch

Single 12.8T ASIC
Modular design
Mature optics

Lower power/smaller size




Minipack Modular Architecture

Orthogonal-direct architecture

FRU-able, modular PIM TH3 and ‘radiator”
(line card)

FRU-able SCM (carrying MiniLake
microserver) for easy DIMM and fﬁﬁ?{ake
SSD replacement

PIM



Philosophy: Simpler and Flatter

FA e e | FL6 1o panes s o ters
24..48chip+
9 Flat FA-DU tier
Regional Fabric 4 @000 -©
AEETCEATOTIER)— 8 A Ay Optimize the number of
> |/O’s and chips for the
e end-to-end application.
5 TN S ® s A concept that can be
Spine Switch . .
4 applied widely.
3
Fabric Switch
2 2 © © © © 4x1chip
16x100
4x100 or 4x400
Top of Rack
Switch (TOR) 1 1




Moving Fast

Develop more hardware abstractions
Expand testing capabilities

Continuous deployment



M

——
—='.:Q’4ﬁ- -

Packet Optical Strategy
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Co-packaged optical solutions
* Conventional pluggable
optics — not scalable

* Co-packaged optics

— Wafer level integration/test
— Packaging challenge to wafer

— Better process control




Benefits of co-packaged optics

Enables higher density, lower power, and lower cost
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Evolution of Optical Interconnect

Optical
Transceiver

Co-packaged
Optics

T (///// ' 4 Open. Together.



Co-packaging Optics and Switch ASIC

« Improved reliability
* Scalable manufacturing

 Designed for cost
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Open. Together.
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Co-Packaged Optics (CPO)

Collaboration with Microsoft
Build ecosystem to foster many business models

Three discussion documents
» Co-Packaged Optics Assembly
» Optical Module (Released)
« Optional External Light Source
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Inquires to info@copackagedoptics.org
Group site
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mailto:info@copackagedoptics.org

Chiplet Interconnects
ODSA working group within OCP

e Accelerators drive the
requirements

* Chiplets are a means to meet
requirements

* OCP Form Factors drive Power,|/O
Footprint, Performance

 Reference architectures for:
Networking, Storage,
Inferencing, Training,
Video and Image processing

Open. Together.
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Summary

e Supply does not meet workload demand

e Solutions being worked on

— Topology optimization, resource distribution including compute
disaggregation, flash disaggregation

— Component development
* Co-packaged optics
— Scale out of networks
* FA & next generation fabrics

* Industry-wide implications

— Any e2e cloud architecture can make use of tech
* Collaboration between TIP and OCP






