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Challenge with Moore’s Law



Demand is increasing faster than ever …
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AlexNet to AlphaGo Zero:

300,000x 
increase in compute

Image source: OpenAI

Image source: vbench, ASPLOS’18
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… but technology plateaus …
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Rise in Specialization



Google VCU: Accelerating YouTube & More
Introduced to the world at ASPLOS 2021
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goo.gle/vcu for the paper and 
“Warehouse Video Acceleration” talk on YouTube

http://goo.gle/vcu
https://youtu.be/vdXCVuY2CJs


Google TPU v1 (2015): 
Accelerating Inference

First accelerator for ML Inference
● 92T Ops/sec (8-bit) @ 700MHz
● single-chip system
● built as coprocessor to a CPU 
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Google TPU v2 (2017): 
Accelerating Training

TPU v2 target ML training
● More flops and more memory
● High bandwidth interconnect enables 

multi-chip scaling

TPU Pod -> ML Supercomputer
● Multi-chip Pod reduces ML training that 

takes 60-400 days to hours
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Google TPU v3 (2018): Accelerate Training More!
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Increases v2 to v3
2.3X teraflops

2X HBM 

Increases v2 to v3
8X+ petaflops

8X HBM 
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Custom Silicon is expensive



Getting closer to the Reticle Limit

The mask/reticle is the ‘glass’ plate that has the exposure pattern for a modern 
semiconductor process 

Current size limit for steppers is 850-900 mm2 

Yields at the largest sizes are low
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Chip feature TPUv2 TPUv3
Production 
deployment 

Q3 2017 Q4 2018

Peak TOPS 46 (bf16) 123 (bf16)
Clock freq. 700 MHz 940 MHz
Tech. node, 
Die size

16nm
< 625mm2

16 nm
< 700 mm2

Transistor count 9 billion 10 billion

Source: Jouppi, "Ten Lessons From Three Generations..." 

https://ieeexplore.ieee.org/document/9499913


Wafer Costs & Yield
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https://www.tomshardware.com/news/
tsmcs-wafer-prices-revealed-300mm-wafer-at-5nm-is-nearly-dollar17000not reflective of any specific process
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Chiplets arise



What is a Chiplet? 

Historically, die=package=chip.

Recently, >1-2 die in a package/chip 

die=chiplet
● GPUs have many dies
● AMD has 4-8 “compute” dies + 1 “I/O” die
● Intel showed images of four identical dies 

Intel package shown on the right
● Four symmetric chiplets combined to build one 

x86-architecture chip
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The Rise & Promise of Chiplets

Devices that exceed maximum reticle size

Reuse reduces device design time and cost

Smaller chiplets improves silicon yield and reduces cost

Different semiconductor processes reduces device cost and enables 
greater levels of integration and can lower risk

Different teams/companies may enable innovation & specialization
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Chiplet Journey
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Bespoke
Solutions

Standardize
Physicals

Standard
Protocols

Standard
Form Factors Plug & Play

~Now
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Bespoke challenges



Example: Bespoke Chiplet Solutions
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https://newsroom.intel.com/press-kits/lakefield/

AMD Epyc 7002 Intel Lakefield

https://developer.amd.com/wp-content/resources/56827-1-0.pdf



Chiplet Challenges: NUMA
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Chiplet Challenges: Security & Manageability
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Journey continues



Chiplet Journey
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Bespoke
Solutions

Standardize
Physicals
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Form Factors Plug & Play



Standard Physical Interfaces

Mechanical and electrical interfaces are defined enabling a 
die-to-die physical layer IP
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OPEN
HBI

BUNCH 
OF WIRES

UCIeUSR/XSR
SerDes

AIB



Standard Protocols

Standard protocols are defined enabling die-to-die fabric and 
controller IP and the beginning of an open chiplet ecosystem
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UCIe

CXLPCIe



Standard Form Factors, Plug & Play

Dreams of ‘Legos’ 

Standardized form-factors are hard 

What’s the right size for a chiplet? Right shoreline? 

Interesting journey ahead of us
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Learning More and Getting Involved

Specifications are emerging, but much more needs to be done

Biggest opportunities in standards near term are Security & 
Manageability, Form Factors, and Interoperability
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More Information
● Open HBI: Download here
● Bunch of Wires: Download here
● ODSA: Wiki here
● Universal Chiplet Interconnect Express: 

www.uciexpress.org
● Google blog available here

Our Opportunity: Make the SoC the New Motherboard!

https://www.opencompute.org/documents/odsa-openhbi-v1-0-spec-rc-final-1-pdf
https://www.opencompute.org/documents/bunch-of-wires-phy-specification-pdf
https://www.opencompute.org/wiki/Server/ODSA
http://www.uciexpress.org/
https://cloud.google.com/blog/topics/systems/open-chiplet-ecosystem-powering-next-era-of-custom-silicon
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Thank you.


