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Recognit ion Mining Synt hes is

Universal use cases that are drive technology

Fundamental use cases have recurring theme of recognition, mining 
and synthesis for learning and knowledge creation



Recognition
Build identification models by machines of 
real world

Recognit ion is  t he  “what  is” and  creat e  a  
canonical represent at ive  m ode l

Requires  t ra ining!

Universal use cases that are drive technology



Mining
Search instances of the model in the sea of 
dat a

Mining is  searching across  a ll form s  of dat a
(e .g., Im age , t ext , video, logs  e t c.)

Requires  infe rence !

Universal use cases that are drive technology



Synthes is
Creating new instance of models where 
one  does  not  exis t

Synt hes is  is  creat ion by m achines  of new 
ideas  

Requires  m ult i-m odalit y, GANs!

Universal use cases that are drive technology
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What Happened 
Here?

https://www.theatlas.com/charts/ByhdcCsp7
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AlexNet won a 
competition!

https://www.theatlas.com/charts/ByhdcCsp7


Cam brian Explos ion of Workloads

Early Compute Era

Standard Computation HPC Computation

Standard Computation

Standard Computation

Graphics Computation

Modern Computation
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AI and Machine-learning and data-heavy workloads 
have exploded in 7 years and will diversify as new 

applications are discovered constantly… 
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Bio-Diversity Exploded from single cells into multi-
cell organisms during the Cambrian explosion; all 

major phylla were established in this transition

Metazoans



Current and emergent

What  are  t he  dom inant  AI se rving workloads?

• Ranking  and  re com m e nda t ion
• Ne ws  fe e d  and  Se arch

• Com put e r Vis ion
• Im age  clas s ifica t ion, ob je ct  de t e ct ion

• Language
• Trans la t ion, spe e ch re cognit ion

• Mult i-m oda l
• Me t ave rse  synt he s is
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ity

Memory Intensity

Image 
Classification

CNNs

Neural 
Machine 

Translation
RNNs

Recommendation 
Systems

SparseNNs
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Dom ain Specific Acce le ra t ors



ACCELERATOR WORKLOAD UNIT

*ignoring the CPU, NICs, SSDs, and everything else…



ACCELERATOR WORKLOAD UNIT

*ignoring the CPU, NICs, SSDs, and everything else…



ACCELERATOR WORKLOAD CLUSTER



FRONT END NETWORK



FRONT END NETWORK

BACK END NETWORK



SIZE COMPUTE

SOURCE: Met a Keynot e  at  OCP  Global Sum m it  Oct  20 22

DEEP LEARNING WORKLOADS - CHARACTERISTICS
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Key challenges  for 
DSAs  t o  address



Training based  on DSA 

Output Data Buffer, 
Control 

AI COMPUTE FABRIC

On Chip
Memory

HOST IO: PCIe-Gen4/5, NVLink
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Training based  on DSA 

Output Data Buffer, 
Control 

AI COMPUTE FABRIC

On Chip
Memory

HOST IO: PCIe-Gen4/5, NVLink

Output Data Buffer, 
Control 
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SOURCE:  AI and  Mem ory Wall, Am ir Gholam i, Mar 20 21 

SCALING OF PEAK HARDWARE FLOPS, AND MEMORY/INTERCONNECT BANDWIDT H

Mem ory and  Ne t work Lagging Com put e



Challenges  for AI Sys t em  t o  address

DSA Performance
Accelerator-Memory gap

Model Flexibility
HW/SW co-design

Networking BW
Switching cross sectional BW
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Chip le t s  for AI Sys t em s: Challenge  1

DSA Performance
Accelerator-Memory gap
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Chip le t s  for AI Sys t em s: Challenge  2

VIDEO 
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Chip le t s  for AI Sys t em s: Challenge  3

Networking BW
Switching cross sectional BW

SWITCH

7nm

INTERPOSER

Optical 
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Chip le t s  for AI Sys t em s: Challenge  3

Networking BW
Switching cross sectional BW

DPU LOGIC
7nm

INTERPOSER

HOST
INTERFACE

DMA

MAC 
PCS 
ETH

MAC 
PCS
ETH

FPGA SOFT LOGIC 
10nm

SMART NIC 
TRAFFIC OFF-LOAD ACCELERATOR



Holy Grail it  is  not …
Apologies to Monty Python!
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