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Alfie Lew (Inspur)

8.1.1. Service Root

Service Root resource is the entry point to the Redfish interface. The property details are available in the
ServiceRoot.xml metadata file.

GET

Request:

GET fredfish/vl

Content-Type: application/[sgQ

Response:
{

@ erRlaSouRAL: "fredfish/v1 /S R HRRSSNRARA-SEO0RRAROL
"@odata.id' edfish/v1/",

"@ QAR NRA": "#ServiceRoot.vl_1_1.ServiceRoot",
"I "RRRlSeiss

"Name": "Root Service",

"Description”: "description-as-string",

“Berfiabieralens: "1-1.0"

"UUID": "92384634-2938-2342-8820-489239905423",
"Chassis": {
"@odata.id": "/redfish/v1/Chassis"
L
"Managers": {
" @odata.id": "/redfish/vl/Managers"

L

BXRRIRRAASEN

“@odata.id": "/redfish/v1/ENRRISRRASES
L
"Tasks": {

"@odata.id": "/redfish/v1/TaskServre

TRRRRLORs
“@odata.id": "/redfish/v1/IglemetrSerine

: "/redfish/vl/Registries"

S o
"@odata.id": "/redfish/v1/UJpdakeSeirs

L
"Links": {}
}

inspur

8.17. UgRoUrasouss

Jedaresarsiseresource represents the properties required to invoke the software/firmware update.
Note: In the current release, only the Manager Resources can be updated.

GET

Request:

GET /redfish/v1/|
Content-Type: application/{sgg

Response:

"@QAAIBWRA : "#UpdateService.vl_0_2.UpdateService",
"Id"; "pdareServisels

"Name": "Update service",

"Status": {

"State": "Enabled",

"Health": "OK",

"URAMARAY " "OK”

}': true,
"Actions": {
" FeSere SIDBEHRAR.:
“target": "fredfish/v1/{pdateSerrrg/Actions/SimRleNRRRE

" RRARDARIGOUE" */rediish/v1/YodaisSeadss! SRRNRAREACHRRISY
)

b
"@QAlacoesL : "/redfish/v/Smetasatat s Aleace/ Sentity",
}

ACTION VIA POST: SMELELIEDATE

The UpdateServise.resource specifies that firmware can be updated by BQSTing to the SinplsiRdate
resource. The parameters that can be passed in the request content is described in the

STRRHRARIEARH RS resource.
" pdateSere S IDBEMRdaR.: {
“target": "fredfish/v1/{pdateSerrrg/Actions/SiRleNRRRE "
" @BRAHSASUSDUR: / rediish/ 1 ol e AN SRR RIS
b

Request:
GET /redfish/w1/UpdateService
Content-Type: application/json

Request Content:

{
"ImageURI" ttp://10.0.0.1/images/rmm_image.deb",
"Targets™: [ "/redfish/vl/Managers/BRC]
"TransferProtocol": "HTTP"
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0 o Power Consumption Monitor
to monitor system status support Redfish OCP Baseline Profile
L J
Component
1. Version auto discovery 1. Diagnosis system fault directly
2. Output the detailed fault records and recommendations

2. Intelligent update for BMC,BIOS,CPLD,FPGA etc.

3. Firmware rollback when error occurs. 3. BMC subsystem fault diagnosis.

2. Trigger collection of MOCA and AER registers

Fault analysis diagnostic module, output IDL log: SEL supplementary description.
The amalytical resulis of MCA and AFR regisiers. Faull process recommendations.
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. RMC: Rack Management Controller. MMC: Medium Management Controller. BMC: Baseboard Management Controller. FCB: Fan Control
Board. PCB: Power Supply Control Board.

. RMC have two networks for remote management & connection to BMC. BMC have two networks in node for remote management &
connection to RMC

. MMC uses IPMB over 12C connections with BMCand uses 12C connections with RMC for communications.

. MMC uses Tach/pwm/GPIO connections with FCB for fan management.

RMC

12C & Network

MMC&Inner Switch b, MMCN PMBus1 over 12C PMBus2 over I12C

I2C&Network Tach/pwm/GPIO

PMBus1 PMBus2

e ———————_4
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