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Alibaba Power Capping with Performance SLA

Case Studies
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Alibaba Power Management Architecture

Public / Private / Hybrid Cloud & MANAGEMENT
In-House Apps

ECS Storage DB Fuxi Hybrid sigma OpenAPl  Operation

P/T Resource Management * Apps driven

Power Thermal Health Notification & * Run-time
. Aware Scheduling Management Alarming management
< Cooling | Anomaly . Avgllgblllty first,
og i Power Management Engine Recovery & Isolation efficiency second
© : Quota & Anomal
Power Delivery _ y
O S il Budgeting Detection Power Management
Apps
Data collection Physical Layer Power Capping PP
Power Agent Infrastructure Q
IDC Server Network
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Working with Apps
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Performance SLA

Type Target Note

MANAGEMENT

Availability Align w/ apps

Service delay 1s Local

30s Global

Models coverage

Based on spec & test results

Racks coverage

Based on spec & test results

Power watermarks

Defined by apps & platform

Capping accuracy

5%

Priority

Defined by apps

Low priority nodes first capped

Fmin

Defined by apps

Anytime higher than Fmin

Preventing performance

/ downgrade

Lifted by Al

By core (CPU), rank (mem), link (I0)
and device (storage)

Granularity

Capping - DVFS Minimal performance impact Defined by apps DVFS: Dynamic Voltage

Frequency Scaling

Capping - CCx Minimal latency impact Defined by apps CCx: Core C-States
In-Band supported
Out-of-Band Partially supported

Thermal watermarks Defined by apps and platform

Failover Unconditional capping, autonomous
capping, or S5
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frequency (GHz)

Results — Examples
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Fine Granularity Power Management Knobs

Case Studies
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Cloud Power-Performance Requirement

* Rack density * Power-Performance
o - proportionality(e.g. SLA matched
Utilization of provisioned ) eneray efficiency)

resource o
* Performance-per-watt efficiency

Capex Optimization ’ l Opex Optimization

- Convergence between infrastructure plane and
resource plane

* Hardware intelligences into resource scheduling and
orchestration

SLA and Reliability

Case Studies
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Fine Grain Platform Power-Performance Knobs &
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Intel Practices in Cloud Power-Performance Optimization

Workload

Group Power Dynamic Core Peak Shaving via Smart
Capping Mgmt. BBU(Turbo Rack)

Intel Cloud Power and Performance Solution
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Scheduling and Simulation
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Smart BBU [ DC Cooling ] C
[ Open BMC Platform J Rack & DC Facility
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Redfish Adoption and Practices

Case Studies
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F

AP| Requirement in Cloud Power-Performance Optimization

- Interoperability - Infrastructure plane vs. Resource plane, server vs. 'MANAGEMENT
facility (rack, IDC) etc.

* Consistent APl model for In band interface and Out of band interface
* Support runtime configuration and cloud scale deployment

[ Cloud OS(Infrastructure and Orchestration) J
| Redfish APl . RedfishAPl | | RedfishAPI | @ Redfish AP
[ Host OS(In-band) . .
. Open BMC - - _
[ OpenEDKII <;zedfisr> (Out of band) | Open RMC ] . | Power System J [ Cooling System J
J . J oo N P
[ Managed Computing Platform | Rack, Rack BBU ] | IDC ]
J : \ : \ C
Resource plane ~ Infrastructure plane

Starting with extensible and scalable Redfish model Case
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Redfish Practices

Unified power control APl model to support hierarchical
power capping (platform, rack, cluster)

Consistent model to support RAPL and Smart BBS

based peak shaving.

Actual power

~* New power line to trigger power limiting
if DynamicPeakPowerCapacity is not null

<

* LimitWatts - Normal power line to trigger power limiting

"PowerControl": [

{

Contracted Power o .
~ "PowerMetrics": {

"MinConsumedWatts":
"MaxConsumedWatts":
"AverageConsumedWatts": 7600

7200,
7900,

7900,

"DynamicPeakCapacityWatts": 1000,

"DynamicPeakCapacityDuration": "P3S",

"LogEventOnly",
50

Yy
"PowerLimit": {
» "LimitInWatts":

"LimitException":
"CorrectionInMs":

Yo

"Status": {
"State": "Enabled",
"Health": "OK"

Yo

<OQCP
SUMMIT

Orchestration need insight of power redundancy of

managed system for intelligent scheduling policy RIANACEVENT

Describe complex power redundancy model which
IS across platform, chassis and rack

-AC - Feedg

R1
AC - Feed |

"Redundancy": [

{

-

"@odata.id": "/redfish/v1/Chassis/Rack1/Power#/Redundancy/0",
"Memberld": "0",
"Name": "Rack Power Sources Redundancy Policy",
"Mode": "Failover”,
"MaxNumSupported": 2,
"MinNumNeeded": 1,
"Status™: { "State": "Enabled", "Health": "OK"
“RedundéncyEnabIed": true, : R1: PSrc to PSrc
"RedundancySet": [

{ "@odata.id": "/redfish/v1/Chassis/Rack1/Power#/PowerSources/0" },

{ "@odata.id": "/redfish/v1/Chassis/Rack1/Power#/PowerSources/1" }

]

"@odata.id": "/redfish/v1/Chassis/Rack1/Power#/Redundancy/1",
"Memberld": "1",
"Name": "Rack Power Supply Units Redundancy Policy",
"Mode": "Sharing",
"MaxNumSupported": 2,
"MinNumNeeded": 1,
"Status": { "State": "Enabled", "Health": "OK" }
"RedundancyEnabled": true,
"RedundancySet": |

I "{Modata id" "fredfichiv1/Chaccie/Rark1/Power&/PowerSiinnliec/0" 1

R2: PSU to PSU

Redflsh based API reduce deployment complexity of data center

Open. Together.

Servers '
Server
Server
Server
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Rack
{
"@odata.id": "/redfish/v1/Chassis/Rack1/Power#/Redundancy/2",
"Memberld": "2",

"Name": "Redundancy policy for BBUs",
"Mode": "Sharing",
"MaxNumSupported": 3,
"MinNumNeeded™ 1,
"Status": { "State"™: "Enabled”, "Health": "OK" }
"RedundancyEnabled": true,
"RedundancySet": [
{ "@odata.id": "/redfish/v1/Chassis/Rack1/Power#/PowerSupplies/2" },
{ "@odata.id": "/redfish/v1/Chassis/Rack1/Power#/PowerSupplies/3" },
]

R3: BBU to BBU

"@odata.id": "/redfish/v1/Chassis/Rack1/Power#/Redundancy/3",
"Memberld": "3",
"Name": "Redundancy policy for BBU and Power Source",
"Mode": "Failover",
"MaxNumSupported": 2,
"MinNumNeeded™ 1,
"Status": { "State": "Enabled", "Health": "OK" }
"RedundancyEnabled": true,
"RedundancySet": [
{"@odata.id": "/redfish/v1/Chassis/Rack1/Power#/Redundancy/0" },
{ "@odata.id": "/redfish/v1/Chassis/Rack1/Power#/Redundancy/2" }

]

R4: BBUs to PSrcs

"@odata.id": "/redfish/v1/Chassis/Rack1/Power#/Redundancy/4",
"Memberld": “4",

"Name": "Redundancy policy for BBUs and PSUs",
"Mode": “Sharing",

"MaxNumSupported": 2,

"MinNumNeeded" 1,

"Status": { "State": "Enabled", "Health": "OK" }
"RedundancyEnabled": true,

R5: BBUs to PSUs
"RedundancySet": [

{"@odata.id": "/redfish/v1/Chassis/Rack1/Power#/Redundancy/1" },
I "Mndata id™ "redfich/v1/Chascie/Rack1/Power#/Rediindancu/2" 1

power management
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Call to Action

* Performance SLA driven power optimization is critical for TCO optimization
and PUE efficiency. Need platform and solution co-innovation to support
dynamic, flexible and workload aware optimization policies.

* (Open and standard APl able to reduce deployment cost in large scale cloud
environment. Need collaboration to define common telemetries and control
interface for OCP platform, e.g. via baseline OCP HW Mgmt. profile.

* Cloud developers and users need to understand and define their

performance requirements for their cloud apps
I a
* Getinvolved:

https://www.opencompute.org/projects/hardware-management Case Studies

Open. Together.


https://www.opencompute.org/projects/hardware-management
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