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Can “Super IO”TM obviate Moore’s Law?
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Big data: SW peeps decide to build HW!
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But custom Si is too costly for most people!
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AR/VR: SW peeps decide to build HW!
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Why Moore’s Law has been so great
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Energy efficiency is EVERYTHING

Power = Energy / operation * operation / second
= Energy efficiency-1 * performance

[const] = [drive down] * [drive up]
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On-chip wires >> C4 solder and PCB traces



Wait… isn’t Moore’s Law dead?

• This is the theory…

M. Bohr, IEDM 2015



Hm. It’s certainly dying…

• This is the theory…

G. Yeric, IEDM 2015

“…GF is putting its 7nm FinFET
program on hold indefinitely…”

globenewswire.com, 8/27/18

“Intel’s slip on 10nm is 
significant.”

extremetech.com, 5/17/18

IBS, 2016



Rhetorical question #1

If Moore’s Law enabled “on-chip-everything”; 

And “on-chip-everything” enabled low energy;

And “low energy” is EVERYTHING…

What the heck do we do after Moore’s Law?
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Would you ever NOT want integration?

• You’re porting a design to an advanced FinFET logic process
• …tuned for low-power CPUs, NOT low-variability high-speed analog circuits

• Unfortunately, you also need 28Gbps standards-compliant Ethernet
• Do you hire 100 people & spend 2 years to re-design the analog serdes?
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Figure 4.  Schematic showing the EMIB architecture.  (a) Cross-section view; (b) top view of a test vehicle and its design layout to highlight localized high 
density interconnects and pitches. 

TABLE II. KEY ATTRIBUTES OF THE SILICON BRIDGE 

Attributes EMIB Values

Bridge Size Range 2mm x 2mm - 8mm x 8mm (Current Range) – Higher sizes possible

Number of Bridges Per 
Package

> 5 possible

Metal Layers Up to 4 routing metal layers + pad layer
M1/M2/M3/M4: 2 m Lines & 2 m Spaces (lower dimensions possible)

Via 1/Via2/Via3: 2 m (dual damascene; lower dimensions possible)
50 ~ 70% metal density on Vss layer.
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Figure 6.  Mixed CD/Mixed Pitch Bumps 
 

 

Figure 7.  Fine pitch void-free filling has been accomplished through process and material enhancements. Image shows void-free filling for a 5-die MCP test 
vehicle with 4 bridges. 

IV. EMIB SIGNALING ENVELOPE

This section focuses on the electrical performance of 
EMIB technology to achieve high bandwidth using simple 
circuits and low signaling power.  To evaluate the signaling 
performance of EMIB, a test vehicle was designed and 
fabricated for lab testing. As illustrated in Fig. 8, a typical 
test structure comprises a pair of adjacent signal traces, 
which are connected to the designated probe pads at both 
ends. The test structure also includes the surrounding 
reference ground structures, although they are not shown in 
the figure. Fig. 9 shows the ground-signal-signal-ground 
(GSSG) RF probing on the surface pads on one side of the 
bridge. A similar probing was performed on the other side of 
the bridge so that 4-port S-parameters can be obtained using 
a network analyzer to characterize the pair of interconnects 
across the bridge. Measured S-parameters for 80 samples are 
shown in Fig. 10 and compared to model predictions. Both 
the insertion loss and near-end crosstalk show excellent 
agreement.  

With the validated models, a simple I/O system was 
simulated to evaluate the I/O link performance. As shown in 
Fig. 11, the EMIB interconnect channel is connected to a 
driver and a receiver. The driver is modeled as an ideal 
voltage source  with an internal impedance  and a pad 

capacitance . The receiver is represented by a termination 
resistor and a pad capacitance   in parallel. The 
channel inter-symbol interference (ISI) and crosstalk can be 
analyzed using the Peak Distortion Analysis (PDA) [13, 14]. 
Fig. 12 shows the simulated eye width opening for a wide 
range of channel lengths and data rates, assuming  is 1 V, 

is 50 ,  is 0.4 pf,  is 0.4 pf, and the receiver 
sensitivity is 200 mV. Fig. 12(a) represents the terminated 
case in which  is 50 

g
, while Fig. 12(b) corresponds to 

the unterminated case in which 
g

 is equivalent to 
infinity.  

Both cases confirm the trade-off between channel length 
and data rate in terms of signal integrity. They also both 
show that a wide region of operability exists as a function of 
channel length and data rate options. For example, if the eye 
width opening needs to be 50% of the unit interval (UI) to 
accommodate different types of jitter in the system, a 10 mm
long EMIB channel can support up to 3 Gb/s signaling.
Alternatively, a 5 mm long EMIB channel can support 
6 Gb/s to 8 Gb/s depending on the termination condition. 
There are a number of options to further increase the 
bandwidth and channel length including using crosstalk-
optimized layout, better receiver sensitivity, stronger driver 
strength, simple equalization [7]. 
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What are the keys to EMIB?

High-density microsolder to minimize serialization and de-serialization
Short channels whose performance is RC-dominated
Modularity and standardization for “circuit construction of correctness”
Straightforward packaging concept avoids incremental risks
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Would you ever NOT want integration?

• You want to build co-packaged optics (the Si photonics edition)
• …to leverage a >10x improvement in energy/bit over long electrical links

• But…
• A transmitter needs silicon processing to minimize thermal effects

• A receiver needs a non-silicon photodiode and a high SNR

2050 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 47, NO. 9, SEPTEMBER 2012

Fig. 2. Example WDM link. A fiber carrying multiple wavelengths connects to a waveguide on a bridge chip. Ring resonators next to the waveguide, each tuned
to a different wavelength, modulate the light channels and thus convert electrical bits to optical bits. Optical couplers represent interfaces between bridge chips
and the silicon routing wafer. At the receiver, static rings pick off selective wavelengths, and each hits a receiver for conversion back to electrical form.

density on each site [7]. Waveguides in the substrate employ
Manhattan routing in two layers to avoid crossings.

Certainly, many of the choices in this prototype are driven
by the particular system composition of this macrochip and the
implications they have on design. This includes, for example,
link budgets (how much loss each component contributes over
the full link) and our choice to bond optical chips to CMOS
chips rather than push for monolithic integration. For a fuller
description of the system we are exploring and the choices made
within, including link budgets, we refer the reader to [7]; for
more details on the packaging and optical integration, please
see [8].

Fig. 2 shows a WDM channel tailored to such a macrochip
environment. A fiber delivers multiple wavelengths, each
with 1-mW continuous laser power, to a transmit chip. The
chip employs many ring resonators, each tuned to a separate
wavelength, to modulate each optical channel. Here, a single
waveguide carries 16 channels of aggregate bandwidth out of
the transmit chip, through an optical coupler into the substrate
waveguide, and then through another optical coupler to a re-
ceiver chip. There, static rings, tuned to the proper wavelengths,
pick each wavelength off the waveguide and steer that data
stream to a photodiode/amplifier that outputs digital electrical
data retimed to the receiver’s clock.

Recent advances in silicon photonic devices include efficient
carrier-depletion microring modulators and germanium-based
photodetectors [12]–[16]. As shown in Fig. 2, these devices
must be paired with electronic transmit and receive circuits.
Although “silicon photonics” suggests eventual integration of
devices and circuits, photonic substrate requirements impose
constraints on available technology nodes. A more flexible
approach partitions the photonic devices and electrical circuits
onto separate chips (as shown in Fig. 2), with low-parasitic
solder bridging the two. This separation of high-speed photonic
devices and fine-line CMOS circuits also matches with the
“bridge” and “island” architecture of a macrochip system. To
explore these ideas further, we built a CMOS prototype in a
40-nm bulk CMOS technology that holds the electronic side of
these optical systems. In this paper, we describe the prototype

and circuits that make possible efficient 10 –Gbps optical data
transmission [17].

Over the past several decades, researchers have published
a rich literature of optical systems and the circuits that drive
them. These papers are dominated by VCSEL-based links,
and the most recent results (at time of publication) include
15–25 Gbps links using 1.37–3.6 pJ/b [18]. These links employ
CMOS inverter-based transimpedance amplifiers (TIAs) (like
this work and [19]–[21]), but the reported energy omits analog
components such as supply regulation for noise mitigation,
as well as retiming and clock generation blocks, which are
critical overheads of a digital data path. Another comparison
is to work that integrates silicon photonic devices into a com-
mercial CMOS process [22]. This work, first published nearly
simultaneously as ours (in [17]), describes a 3.5-Gbps receiver
operating at 0.052 pJ/b, but, as with [18], this energy omits re-
timing and clock generation. Other efforts include face-bonded
components to a silicon substrate [23]; that work demonstrates
end-to-end hybrid integration including a laser diode that
achieves 5-Gbps operation for about 17.7-dBm (about 58 mW)
laser output power.

As described below, our 10-Gbps receiver includes most of
the energy overheads of clocking and interfacing to a separate
receiver datapath; with the important exceptions of thermal
tuning (whose energy costs are estimated below) and laser
power, we calculate energy “from digital flop to digital flop.”
While our total energy sums to 0.395 pJ/b, if we isolate just the
receiver front end (TIA and sense-amp), our energy reduces
to approximately 0.2 pJ/b: 0.12 pJ/b in the TIA and 0.08 pJ/b
in the sense-amp. The difference in this 0.2 pJ/b result and the
0.052 pJ/b described in [22] can be attributed in part to the
datarate differences of 10 versus 3.5 Gbps—running faster will
require larger devices—and in part to our use of hybrid-bonded
chips instead of full integration. We have chosen the tradeoffs
in hybrid integration due to practical complications involved
in integrating photonic devices into a high volume CMOS pro-
cessor technology and the opportunites that hybrid integration
offer for separate optimization of CMOS and photonics process
steps [7], [8].

F. Liu et al.,
JSSC 2012

Chip-to-chip link        
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by the particular system composition of this macrochip and the
implications they have on design. This includes, for example,
link budgets (how much loss each component contributes over
the full link) and our choice to bond optical chips to CMOS
chips rather than push for monolithic integration. For a fuller
description of the system we are exploring and the choices made
within, including link budgets, we refer the reader to [7]; for
more details on the packaging and optical integration, please
see [8].

Fig. 2 shows a WDM channel tailored to such a macrochip
environment. A fiber delivers multiple wavelengths, each
with 1-mW continuous laser power, to a transmit chip. The
chip employs many ring resonators, each tuned to a separate
wavelength, to modulate each optical channel. Here, a single
waveguide carries 16 channels of aggregate bandwidth out of
the transmit chip, through an optical coupler into the substrate
waveguide, and then through another optical coupler to a re-
ceiver chip. There, static rings, tuned to the proper wavelengths,
pick each wavelength off the waveguide and steer that data
stream to a photodiode/amplifier that outputs digital electrical
data retimed to the receiver’s clock.

Recent advances in silicon photonic devices include efficient
carrier-depletion microring modulators and germanium-based
photodetectors [12]–[16]. As shown in Fig. 2, these devices
must be paired with electronic transmit and receive circuits.
Although “silicon photonics” suggests eventual integration of
devices and circuits, photonic substrate requirements impose
constraints on available technology nodes. A more flexible
approach partitions the photonic devices and electrical circuits
onto separate chips (as shown in Fig. 2), with low-parasitic
solder bridging the two. This separation of high-speed photonic
devices and fine-line CMOS circuits also matches with the
“bridge” and “island” architecture of a macrochip system. To
explore these ideas further, we built a CMOS prototype in a
40-nm bulk CMOS technology that holds the electronic side of
these optical systems. In this paper, we describe the prototype

and circuits that make possible efficient 10 –Gbps optical data
transmission [17].

Over the past several decades, researchers have published
a rich literature of optical systems and the circuits that drive
them. These papers are dominated by VCSEL-based links,
and the most recent results (at time of publication) include
15–25 Gbps links using 1.37–3.6 pJ/b [18]. These links employ
CMOS inverter-based transimpedance amplifiers (TIAs) (like
this work and [19]–[21]), but the reported energy omits analog
components such as supply regulation for noise mitigation,
as well as retiming and clock generation blocks, which are
critical overheads of a digital data path. Another comparison
is to work that integrates silicon photonic devices into a com-
mercial CMOS process [22]. This work, first published nearly
simultaneously as ours (in [17]), describes a 3.5-Gbps receiver
operating at 0.052 pJ/b, but, as with [18], this energy omits re-
timing and clock generation. Other efforts include face-bonded
components to a silicon substrate [23]; that work demonstrates
end-to-end hybrid integration including a laser diode that
achieves 5-Gbps operation for about 17.7-dBm (about 58 mW)
laser output power.

As described below, our 10-Gbps receiver includes most of
the energy overheads of clocking and interfacing to a separate
receiver datapath; with the important exceptions of thermal
tuning (whose energy costs are estimated below) and laser
power, we calculate energy “from digital flop to digital flop.”
While our total energy sums to 0.395 pJ/b, if we isolate just the
receiver front end (TIA and sense-amp), our energy reduces
to approximately 0.2 pJ/b: 0.12 pJ/b in the TIA and 0.08 pJ/b
in the sense-amp. The difference in this 0.2 pJ/b result and the
0.052 pJ/b described in [22] can be attributed in part to the
datarate differences of 10 versus 3.5 Gbps—running faster will
require larger devices—and in part to our use of hybrid-bonded
chips instead of full integration. We have chosen the tradeoffs
in hybrid integration due to practical complications involved
in integrating photonic devices into a high volume CMOS pro-
cessor technology and the opportunites that hybrid integration
offer for separate optimization of CMOS and photonics process
steps [7], [8].
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density on each site [7]. Waveguides in the substrate employ
Manhattan routing in two layers to avoid crossings.

Certainly, many of the choices in this prototype are driven
by the particular system composition of this macrochip and the
implications they have on design. This includes, for example,
link budgets (how much loss each component contributes over
the full link) and our choice to bond optical chips to CMOS
chips rather than push for monolithic integration. For a fuller
description of the system we are exploring and the choices made
within, including link budgets, we refer the reader to [7]; for
more details on the packaging and optical integration, please
see [8].

Fig. 2 shows a WDM channel tailored to such a macrochip
environment. A fiber delivers multiple wavelengths, each
with 1-mW continuous laser power, to a transmit chip. The
chip employs many ring resonators, each tuned to a separate
wavelength, to modulate each optical channel. Here, a single
waveguide carries 16 channels of aggregate bandwidth out of
the transmit chip, through an optical coupler into the substrate
waveguide, and then through another optical coupler to a re-
ceiver chip. There, static rings, tuned to the proper wavelengths,
pick each wavelength off the waveguide and steer that data
stream to a photodiode/amplifier that outputs digital electrical
data retimed to the receiver’s clock.

Recent advances in silicon photonic devices include efficient
carrier-depletion microring modulators and germanium-based
photodetectors [12]–[16]. As shown in Fig. 2, these devices
must be paired with electronic transmit and receive circuits.
Although “silicon photonics” suggests eventual integration of
devices and circuits, photonic substrate requirements impose
constraints on available technology nodes. A more flexible
approach partitions the photonic devices and electrical circuits
onto separate chips (as shown in Fig. 2), with low-parasitic
solder bridging the two. This separation of high-speed photonic
devices and fine-line CMOS circuits also matches with the
“bridge” and “island” architecture of a macrochip system. To
explore these ideas further, we built a CMOS prototype in a
40-nm bulk CMOS technology that holds the electronic side of
these optical systems. In this paper, we describe the prototype

and circuits that make possible efficient 10 –Gbps optical data
transmission [17].

Over the past several decades, researchers have published
a rich literature of optical systems and the circuits that drive
them. These papers are dominated by VCSEL-based links,
and the most recent results (at time of publication) include
15–25 Gbps links using 1.37–3.6 pJ/b [18]. These links employ
CMOS inverter-based transimpedance amplifiers (TIAs) (like
this work and [19]–[21]), but the reported energy omits analog
components such as supply regulation for noise mitigation,
as well as retiming and clock generation blocks, which are
critical overheads of a digital data path. Another comparison
is to work that integrates silicon photonic devices into a com-
mercial CMOS process [22]. This work, first published nearly
simultaneously as ours (in [17]), describes a 3.5-Gbps receiver
operating at 0.052 pJ/b, but, as with [18], this energy omits re-
timing and clock generation. Other efforts include face-bonded
components to a silicon substrate [23]; that work demonstrates
end-to-end hybrid integration including a laser diode that
achieves 5-Gbps operation for about 17.7-dBm (about 58 mW)
laser output power.

As described below, our 10-Gbps receiver includes most of
the energy overheads of clocking and interfacing to a separate
receiver datapath; with the important exceptions of thermal
tuning (whose energy costs are estimated below) and laser
power, we calculate energy “from digital flop to digital flop.”
While our total energy sums to 0.395 pJ/b, if we isolate just the
receiver front end (TIA and sense-amp), our energy reduces
to approximately 0.2 pJ/b: 0.12 pJ/b in the TIA and 0.08 pJ/b
in the sense-amp. The difference in this 0.2 pJ/b result and the
0.052 pJ/b described in [22] can be attributed in part to the
datarate differences of 10 versus 3.5 Gbps—running faster will
require larger devices—and in part to our use of hybrid-bonded
chips instead of full integration. We have chosen the tradeoffs
in hybrid integration due to practical complications involved
in integrating photonic devices into a high volume CMOS pro-
cessor technology and the opportunites that hybrid integration
offer for separate optimization of CMOS and photonics process
steps [7], [8].
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Fig. 8. Simple resistor used to convert photocurrent into signal voltage has a
tight tradeoff between signal, noise, and bandwidth.

Fig. 9. Simple two-pole TIA model.

voltage, the presence of a significant capacitance implies
a tight tradeoff between the output voltage and the band-
width—and hence the SNR: running fast enough requires a
sufficiently small transimpedance that the output voltage
is too small for faithful zero/one detection, especially in the
presence of noise (see Fig. 8).

A voltage amplifier connected across the resistor can ease this
tradeoff (see Fig. 9). If we ignore the amplifier’s output resis-
tance and load , this system is dominated by a single pole
at . Here, we represent the total input capaci-
tance by , where includes the diode plus any
wire or bonding capacitance [8], [9]; and accounts for the am-
plifier’s input capacitance. The Miller effect thus improves the
bandwidth by a factor of , without affecting the in-band
transimpedance.

However, real amplifiers have a finite open-loop pole that
limits their gain bandwidth product. Accounting for this pole by
including and leads directly to a more complete transfer
function. Here we see that for small (low-power) amplifiers,
directly reduces gain and lowers the input pole, shown as

(1)

In the following analysis, we assume that the amplifier’s
bandwidth is well approximated by the coefficient in (1), i.e.,
that the two poles of the closed-loop transfer function are far
apart:

(2)

When the TIA’s output load is another amplifier of the same
size , then, for a wide range of and

Fig. 10. Noise sources in the TIA.

(from 1 to 30 , and from 0.1 to 1 , respectively), we find
reasonable agreement between this approximation and the exact

3-dB bandwidth of a two-pole system.

B. Noise

The amplifier adds noise along the signal path. We consider
two thermal noise sources in the system (see Fig. 10). We ig-
nore noise, as it is small compared with thermal noise at
high frequencies and photodiode shot noise, as its power spec-
tral density (PSD) is small compared with the signal current (a
few tens of A). Both thermal noise sources integrate at the am-
plifier’s output over its bandwidth, which we describe here.

1) The feedback resistor’s thermal noise has a PSD (in
A Hz) of .

2) The amplifier’s thermal noise, in the case of a common-
source or similar stage, has a PSD of ,
where is the excess noise factor and is the combined
transimpedance of the active devices. As we will later see,
this noise term dominates for low-power TIAs.

Assuming that is small makes calculating the input-referred
noise straightforward [21]. However, power-limited designs
cannot assume is small, thus complicating matters. We find
it convenient to calculate the noise at the output because those
integrals over frequency for first- and second-order transfer
functions can be derived analytically (see Appendix A); con-
verting these to input-referred noise simply requires dividing
the result by the midband transimpedance.

Consider the output noise voltage resulting from the feed-
back resistor’s noise current . Because brackets the TIA,
it both pulls up on the TIA’s output impedance and pushes
into the TIA’s transfer impedance . Therefore, it gives a
noise of

(3)

where , the output impedance of the TIA in Fig. 9, is

(4)

A test current at the TIA’s output samples into four ad-
mittances: the output loads and , the feedback path
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Fig. 2. Example WDM link. A fiber carrying multiple wavelengths connects to a waveguide on a bridge chip. Ring resonators next to the waveguide, each tuned
to a different wavelength, modulate the light channels and thus convert electrical bits to optical bits. Optical couplers represent interfaces between bridge chips
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density on each site [7]. Waveguides in the substrate employ
Manhattan routing in two layers to avoid crossings.

Certainly, many of the choices in this prototype are driven
by the particular system composition of this macrochip and the
implications they have on design. This includes, for example,
link budgets (how much loss each component contributes over
the full link) and our choice to bond optical chips to CMOS
chips rather than push for monolithic integration. For a fuller
description of the system we are exploring and the choices made
within, including link budgets, we refer the reader to [7]; for
more details on the packaging and optical integration, please
see [8].

Fig. 2 shows a WDM channel tailored to such a macrochip
environment. A fiber delivers multiple wavelengths, each
with 1-mW continuous laser power, to a transmit chip. The
chip employs many ring resonators, each tuned to a separate
wavelength, to modulate each optical channel. Here, a single
waveguide carries 16 channels of aggregate bandwidth out of
the transmit chip, through an optical coupler into the substrate
waveguide, and then through another optical coupler to a re-
ceiver chip. There, static rings, tuned to the proper wavelengths,
pick each wavelength off the waveguide and steer that data
stream to a photodiode/amplifier that outputs digital electrical
data retimed to the receiver’s clock.

Recent advances in silicon photonic devices include efficient
carrier-depletion microring modulators and germanium-based
photodetectors [12]–[16]. As shown in Fig. 2, these devices
must be paired with electronic transmit and receive circuits.
Although “silicon photonics” suggests eventual integration of
devices and circuits, photonic substrate requirements impose
constraints on available technology nodes. A more flexible
approach partitions the photonic devices and electrical circuits
onto separate chips (as shown in Fig. 2), with low-parasitic
solder bridging the two. This separation of high-speed photonic
devices and fine-line CMOS circuits also matches with the
“bridge” and “island” architecture of a macrochip system. To
explore these ideas further, we built a CMOS prototype in a
40-nm bulk CMOS technology that holds the electronic side of
these optical systems. In this paper, we describe the prototype

and circuits that make possible efficient 10 –Gbps optical data
transmission [17].

Over the past several decades, researchers have published
a rich literature of optical systems and the circuits that drive
them. These papers are dominated by VCSEL-based links,
and the most recent results (at time of publication) include
15–25 Gbps links using 1.37–3.6 pJ/b [18]. These links employ
CMOS inverter-based transimpedance amplifiers (TIAs) (like
this work and [19]–[21]), but the reported energy omits analog
components such as supply regulation for noise mitigation,
as well as retiming and clock generation blocks, which are
critical overheads of a digital data path. Another comparison
is to work that integrates silicon photonic devices into a com-
mercial CMOS process [22]. This work, first published nearly
simultaneously as ours (in [17]), describes a 3.5-Gbps receiver
operating at 0.052 pJ/b, but, as with [18], this energy omits re-
timing and clock generation. Other efforts include face-bonded
components to a silicon substrate [23]; that work demonstrates
end-to-end hybrid integration including a laser diode that
achieves 5-Gbps operation for about 17.7-dBm (about 58 mW)
laser output power.

As described below, our 10-Gbps receiver includes most of
the energy overheads of clocking and interfacing to a separate
receiver datapath; with the important exceptions of thermal
tuning (whose energy costs are estimated below) and laser
power, we calculate energy “from digital flop to digital flop.”
While our total energy sums to 0.395 pJ/b, if we isolate just the
receiver front end (TIA and sense-amp), our energy reduces
to approximately 0.2 pJ/b: 0.12 pJ/b in the TIA and 0.08 pJ/b
in the sense-amp. The difference in this 0.2 pJ/b result and the
0.052 pJ/b described in [22] can be attributed in part to the
datarate differences of 10 versus 3.5 Gbps—running faster will
require larger devices—and in part to our use of hybrid-bonded
chips instead of full integration. We have chosen the tradeoffs
in hybrid integration due to practical complications involved
in integrating photonic devices into a high volume CMOS pro-
cessor technology and the opportunites that hybrid integration
offer for separate optimization of CMOS and photonics process
steps [7], [8].
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Fig. 8. Simple resistor used to convert photocurrent into signal voltage has a
tight tradeoff between signal, noise, and bandwidth.

Fig. 9. Simple two-pole TIA model.

voltage, the presence of a significant capacitance implies
a tight tradeoff between the output voltage and the band-
width—and hence the SNR: running fast enough requires a
sufficiently small transimpedance that the output voltage
is too small for faithful zero/one detection, especially in the
presence of noise (see Fig. 8).

A voltage amplifier connected across the resistor can ease this
tradeoff (see Fig. 9). If we ignore the amplifier’s output resis-
tance and load , this system is dominated by a single pole
at . Here, we represent the total input capaci-
tance by , where includes the diode plus any
wire or bonding capacitance [8], [9]; and accounts for the am-
plifier’s input capacitance. The Miller effect thus improves the
bandwidth by a factor of , without affecting the in-band
transimpedance.

However, real amplifiers have a finite open-loop pole that
limits their gain bandwidth product. Accounting for this pole by
including and leads directly to a more complete transfer
function. Here we see that for small (low-power) amplifiers,
directly reduces gain and lowers the input pole, shown as

(1)

In the following analysis, we assume that the amplifier’s
bandwidth is well approximated by the coefficient in (1), i.e.,
that the two poles of the closed-loop transfer function are far
apart:

(2)

When the TIA’s output load is another amplifier of the same
size , then, for a wide range of and
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(from 1 to 30 , and from 0.1 to 1 , respectively), we find
reasonable agreement between this approximation and the exact

3-dB bandwidth of a two-pole system.

B. Noise

The amplifier adds noise along the signal path. We consider
two thermal noise sources in the system (see Fig. 10). We ig-
nore noise, as it is small compared with thermal noise at
high frequencies and photodiode shot noise, as its power spec-
tral density (PSD) is small compared with the signal current (a
few tens of A). Both thermal noise sources integrate at the am-
plifier’s output over its bandwidth, which we describe here.

1) The feedback resistor’s thermal noise has a PSD (in
A Hz) of .

2) The amplifier’s thermal noise, in the case of a common-
source or similar stage, has a PSD of ,
where is the excess noise factor and is the combined
transimpedance of the active devices. As we will later see,
this noise term dominates for low-power TIAs.

Assuming that is small makes calculating the input-referred
noise straightforward [21]. However, power-limited designs
cannot assume is small, thus complicating matters. We find
it convenient to calculate the noise at the output because those
integrals over frequency for first- and second-order transfer
functions can be derived analytically (see Appendix A); con-
verting these to input-referred noise simply requires dividing
the result by the midband transimpedance.

Consider the output noise voltage resulting from the feed-
back resistor’s noise current . Because brackets the TIA,
it both pulls up on the TIA’s output impedance and pushes
into the TIA’s transfer impedance . Therefore, it gives a
noise of

(3)

where , the output impedance of the TIA in Fig. 9, is

(4)

A test current at the TIA’s output samples into four ad-
mittances: the output loads and , the feedback path

What are the keys to photonic integration?

High-density microsolder to minimize serialization and de-serialization
Short channels with minimal capacitive loading
• TX energy directly proportional to channel capacitance
• RX’s SNR inversely proportional to channel capacitance
Separation of optical devices from CMOS enables cost feasibility
• TX’s micromachining to reduce thermal crosstalk
• RX’s heterogenous materials separated from CMOS fab
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Fig. 2. Example WDM link. A fiber carrying multiple wavelengths connects to a waveguide on a bridge chip. Ring resonators next to the waveguide, each tuned
to a different wavelength, modulate the light channels and thus convert electrical bits to optical bits. Optical couplers represent interfaces between bridge chips
and the silicon routing wafer. At the receiver, static rings pick off selective wavelengths, and each hits a receiver for conversion back to electrical form.

density on each site [7]. Waveguides in the substrate employ
Manhattan routing in two layers to avoid crossings.

Certainly, many of the choices in this prototype are driven
by the particular system composition of this macrochip and the
implications they have on design. This includes, for example,
link budgets (how much loss each component contributes over
the full link) and our choice to bond optical chips to CMOS
chips rather than push for monolithic integration. For a fuller
description of the system we are exploring and the choices made
within, including link budgets, we refer the reader to [7]; for
more details on the packaging and optical integration, please
see [8].

Fig. 2 shows a WDM channel tailored to such a macrochip
environment. A fiber delivers multiple wavelengths, each
with 1-mW continuous laser power, to a transmit chip. The
chip employs many ring resonators, each tuned to a separate
wavelength, to modulate each optical channel. Here, a single
waveguide carries 16 channels of aggregate bandwidth out of
the transmit chip, through an optical coupler into the substrate
waveguide, and then through another optical coupler to a re-
ceiver chip. There, static rings, tuned to the proper wavelengths,
pick each wavelength off the waveguide and steer that data
stream to a photodiode/amplifier that outputs digital electrical
data retimed to the receiver’s clock.

Recent advances in silicon photonic devices include efficient
carrier-depletion microring modulators and germanium-based
photodetectors [12]–[16]. As shown in Fig. 2, these devices
must be paired with electronic transmit and receive circuits.
Although “silicon photonics” suggests eventual integration of
devices and circuits, photonic substrate requirements impose
constraints on available technology nodes. A more flexible
approach partitions the photonic devices and electrical circuits
onto separate chips (as shown in Fig. 2), with low-parasitic
solder bridging the two. This separation of high-speed photonic
devices and fine-line CMOS circuits also matches with the
“bridge” and “island” architecture of a macrochip system. To
explore these ideas further, we built a CMOS prototype in a
40-nm bulk CMOS technology that holds the electronic side of
these optical systems. In this paper, we describe the prototype

and circuits that make possible efficient 10 –Gbps optical data
transmission [17].

Over the past several decades, researchers have published
a rich literature of optical systems and the circuits that drive
them. These papers are dominated by VCSEL-based links,
and the most recent results (at time of publication) include
15–25 Gbps links using 1.37–3.6 pJ/b [18]. These links employ
CMOS inverter-based transimpedance amplifiers (TIAs) (like
this work and [19]–[21]), but the reported energy omits analog
components such as supply regulation for noise mitigation,
as well as retiming and clock generation blocks, which are
critical overheads of a digital data path. Another comparison
is to work that integrates silicon photonic devices into a com-
mercial CMOS process [22]. This work, first published nearly
simultaneously as ours (in [17]), describes a 3.5-Gbps receiver
operating at 0.052 pJ/b, but, as with [18], this energy omits re-
timing and clock generation. Other efforts include face-bonded
components to a silicon substrate [23]; that work demonstrates
end-to-end hybrid integration including a laser diode that
achieves 5-Gbps operation for about 17.7-dBm (about 58 mW)
laser output power.

As described below, our 10-Gbps receiver includes most of
the energy overheads of clocking and interfacing to a separate
receiver datapath; with the important exceptions of thermal
tuning (whose energy costs are estimated below) and laser
power, we calculate energy “from digital flop to digital flop.”
While our total energy sums to 0.395 pJ/b, if we isolate just the
receiver front end (TIA and sense-amp), our energy reduces
to approximately 0.2 pJ/b: 0.12 pJ/b in the TIA and 0.08 pJ/b
in the sense-amp. The difference in this 0.2 pJ/b result and the
0.052 pJ/b described in [22] can be attributed in part to the
datarate differences of 10 versus 3.5 Gbps—running faster will
require larger devices—and in part to our use of hybrid-bonded
chips instead of full integration. We have chosen the tradeoffs
in hybrid integration due to practical complications involved
in integrating photonic devices into a high volume CMOS pro-
cessor technology and the opportunites that hybrid integration
offer for separate optimization of CMOS and photonics process
steps [7], [8].
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voltage, the presence of a significant capacitance implies
a tight tradeoff between the output voltage and the band-
width—and hence the SNR: running fast enough requires a
sufficiently small transimpedance that the output voltage
is too small for faithful zero/one detection, especially in the
presence of noise (see Fig. 8).

A voltage amplifier connected across the resistor can ease this
tradeoff (see Fig. 9). If we ignore the amplifier’s output resis-
tance and load , this system is dominated by a single pole
at . Here, we represent the total input capaci-
tance by , where includes the diode plus any
wire or bonding capacitance [8], [9]; and accounts for the am-
plifier’s input capacitance. The Miller effect thus improves the
bandwidth by a factor of , without affecting the in-band
transimpedance.

However, real amplifiers have a finite open-loop pole that
limits their gain bandwidth product. Accounting for this pole by
including and leads directly to a more complete transfer
function. Here we see that for small (low-power) amplifiers,
directly reduces gain and lowers the input pole, shown as

(1)

In the following analysis, we assume that the amplifier’s
bandwidth is well approximated by the coefficient in (1), i.e.,
that the two poles of the closed-loop transfer function are far
apart:

(2)

When the TIA’s output load is another amplifier of the same
size , then, for a wide range of and
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(from 1 to 30 , and from 0.1 to 1 , respectively), we find
reasonable agreement between this approximation and the exact

3-dB bandwidth of a two-pole system.

B. Noise

The amplifier adds noise along the signal path. We consider
two thermal noise sources in the system (see Fig. 10). We ig-
nore noise, as it is small compared with thermal noise at
high frequencies and photodiode shot noise, as its power spec-
tral density (PSD) is small compared with the signal current (a
few tens of A). Both thermal noise sources integrate at the am-
plifier’s output over its bandwidth, which we describe here.

1) The feedback resistor’s thermal noise has a PSD (in
A Hz) of .

2) The amplifier’s thermal noise, in the case of a common-
source or similar stage, has a PSD of ,
where is the excess noise factor and is the combined
transimpedance of the active devices. As we will later see,
this noise term dominates for low-power TIAs.

Assuming that is small makes calculating the input-referred
noise straightforward [21]. However, power-limited designs
cannot assume is small, thus complicating matters. We find
it convenient to calculate the noise at the output because those
integrals over frequency for first- and second-order transfer
functions can be derived analytically (see Appendix A); con-
verting these to input-referred noise simply requires dividing
the result by the midband transimpedance.

Consider the output noise voltage resulting from the feed-
back resistor’s noise current . Because brackets the TIA,
it both pulls up on the TIA’s output impedance and pushes
into the TIA’s transfer impedance . Therefore, it gives a
noise of

(3)

where , the output impedance of the TIA in Fig. 9, is

(4)

A test current at the TIA’s output samples into four ad-
mittances: the output loads and , the feedback path

What are the keys to photonic integration?

High-density microsolder to minimize serialization and de-serialization
Short channels with minimal capacitive loading
• TX energy directly proportional to channel capacitance
• RX’s SNR inversely proportional to channel capacitance
Separation of optical devices from CMOS enables cost feasibility
• TX’s micromachining to reduce thermal crosstalk
• RX’s heterogenous materials separated from CMOS fab



Rhetorical question #2

We don’t always want monolithic chips;

Separate chips can be simpler, less risky, or lower cost;

How do we enable such heterogenous systems?
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The virtue of simplified die-to-die interfaces

Use cases are pretty clear

• Extend (cost and energy versions of) Moore’s Law

• Enable tailoring of silicon needs to diverse applications

Key characteristics are also pretty clear

• Low energy (and low-cost) is critical

• Simplicity and standardization unlocks productization



Thank you



Rhetorical question #1

If Moore’s Law enabled “on-chip-everything”; 

And “on-chip-everything” enabled low energy;

And “low energy” is EVERYTHING…

What the heck do we do after Moore’s Law?


